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I. About this document

This document is based upon the procedure described for installing and configuring the Globus 3.2 Toolkit and the NMI All bundle. The focus of this document is merely a quick walkthrough of getting Condor-G and Globus to play nicely out of the box. This guide is for ALL machines, client and masters, with the only deviations being the setup of the Certificate Authority, Condor master, and Condor clients. 
To properly install NMI you need basic knowledge of Linux and you need to be comfortable using the Linux terminal. Parts of this document are presented in different form to help ease your reading through it. Individual sections are marked in bold, underlined, centered, and presented in a larger font. Contents of files are presented in bold and italics. Linux commands are presented in bold.
Throughout this document when linux commands are presented, you will notice either root>, globus>, or griduser> pre-pended to the commands. This is done to clearly indicate what users should execute the given command. If none of the above are pre-pended, then any user may execute the command.
II. Planning Ahead

To setup a grid, some prior thought must go on before you jump right in and start installing packages. There are really two machines that will be different from the rest when you set up a grid. The Globus Toolkit needs a machine to be designated the Certificate Authority to sign host and user certificates for authentication purposes. With Condor-G, you must also designate a machine as the Condor Master. The Condor Master is responsible for negotiating between clients to find machine requirement matches with the requirements of any type of job. Here, at WCU, we use as our hostnames the planets of the solar system followed by the subdomain cs.wcu.edu. Here are the roles we designated for each machine in the grid:

Machine Name
Role                 

venus.cs.wcu.edu
Condor Master
terra.cs.wcu.edu
Globus Certificate Authority
luna.cs.wcu.edu
Grid Node
mars.cs.wcu.edu
Grid Node
jupiter.cs.wcu.edu
Grid Node
In each section heading you will be presented with what machines that section needs to be installed on. For instance, if the section heading says “All Machines”, you perform the actions that are in that section on every single machine. If the section says, “Certificate Authority Machine”, perform those actions only on the Certificate Authority machine.

III. Getting Started (All Machines)
In order to install the NMI bundle on a machine you need to perform a fresh install of Redhat 9, selecting the Workstation install, and disable the firewall. If you are installing on a platform other than Redhat 9 you may need to get the source packages and use those or use the binaries for your platform. Also, each machine will need a static IP address. Here are the current network settings we used at WCU.

Primary DNS: 
152.30.2.120

Secondary DNS:
152.30.2.122

Gateway:

152.30.5.3

Subnet Mask:
255.255.255.0

IP address

FQDN

Alias

152.30.5.101
venus.cs.wcu.edu
venus

152.30.5.102
terra.cs.wcu.edu
terra

152.30.5.103
luna.cs.wcu.edu
luna

152.30.5.104
mars.cs.wcu.edu
mars

152.30.5.105
jupiter.cs.wcu.edu
jupiter
Terra was setup to be the Certificate Authority and Venus was setup to be the Condor Master; while all other machines are grid nodes (More about this in the Configuration sections).

You need to create two additional accounts on all machines; globus and griduser. The globus user is responsible for the majority of the Globus Toolkit configuration, except for where root permissions are needed. The griduser account is used for running the client applications provided with the Globus Toolkit and Condor. Here are the account settings we used for the two users.

Account Name
Password
Primary Group
globus

froobies
globus
griduser

globus
globus
Adding a user can be done as root through the GUI or through the terminal like so:

Create a new user named globus
root># adduser globus

And to change the password

root># passwd globus

IV. Configure the necessary files (All Machines)
1) It is necessary to edit the /etc/hosts file with your favorite text editor, such as gedit, so it contains the following list of the IP addresses, FQDN, and aliases of all machines in your grid:

# Do not remove the following line, or various programs

# that require network functionality will fail.

127.0.0.1
localhost.localdomain
localhost

152.30.5.103
luna.cs.wcu.edu

luna

152.30.5.101
venus.cs.wcu.edu

venus

152.30.5.102
terra.cs.wcu.edu

terra

152.30.5.104
mars.cs.wcu.edu

mars

152.30.5.105
jupiter.cs.wcu.edu
jupiter
2) Next you must edit /etc/profile to contain what is given below.

-----------------------------<snipped by me>-----------------------------

#umask 002

AXIS_HOME=/usr/local/axis-1_1

AXIS_LIB=$AXIS_HOME/lib

AXISCLASSPATH=$AXIS_LIB/axis.jar:$AXIS_LIB/commons-discovery.jar:$AXIS_LIB/commo

ns-logging.jar:$AXIS_LIB/jaxrpc.jar:$AXIS_LIB/saaj.jar:$AXIS_LIB/log4j-1.2.8.jar

:$AXIS_LIB/xml-apis.jar:$AXIS_LIB/xercesImpl.jar:$AXIS_LIB/wsdl4j.jar

export AXIS_HOME

export AXIS_LIB

export AXISCLASSPATH

JAVA_HOME=/usr/java/j2sdk1.4.2_05
ANT_HOME=/usr/local/apache-ant-1.6.1

GLOBUS_LOCATION=/usr/local/globus
GPT_LOCATION=/usr/local/gpt-3.2
LD_LIBRARY_PATH=$LD_LIBRARY_PATH:/usr/local/pgsql/lib

MANPATH=/usr/local/pgsql/man:$MANPATH

CATALINA_HOME=/usr/local/jakarta-tomcat-5.0.27
CLASSPATH=$CLASSPATH:"/usr/local/globus/lib/ogsa.jar"

PATH=$PATH:$JAVA_HOME/bin:$ANT_HOME/bin:$GLOBUS_LOCATION:$GLOBUS_LOCATION/bin:$GLOBUS_LOCATION/etc:/usr/local/pgsql/bin

export JAVA_HOME

export ANT_HOME

export GLOBUS_LOCATION
export GPT_LOCATION

export CLASSPATH

export LD_LIBRARY_PATH

export MANPATH

export PGDATA=/usr/local/pgsql/data

export CATALINA_HOME

export PATH USER LOGNAME MAIL HOSTNAME HISTSIZE INPUTRC

export GT3_ADMIN=$USER

export X509_USER_PROXY=/tmp/x509cp\_$GT3_ADMIN\_grim

. $GLOBUS_LOCATION/etc/globus-user-env.sh

. $GLOBUS_LOCATION/etc/globus-devel-env.sh

-----------------------------<end snipped by me>-----------------------------

NOTE: Although the majority of these directories and files do not yet exist it is easier just to edit /etc/profile once instead of many, many, many, many, different times.

V. Getting the necessary packages (All Machines)
Logon to Linux as root and make a directory named /packages
root># mkdir /packages

If you have the CD...

Insert the NMI R5 CD into the CD-ROM drive. Now copy the contents of the CD to the newly created directory /packages .

If you don't have the CD...

You can find the links to the support software packages and the NMI All bundle in Appendix A. Download every package to the newly created directory /packages . 
The versions of the software we are using are: 
Ant 1.6.1
Axis 1.1

JUnit 3.8.1
Java 2 SDK 1.4.2.05

JavaBeans Activation Framework 1.0.2

Postgresql 7.4.2

Tomcat 5.0.27

GPT-3.2
NMI R5 All Bundle for Redhat 9
VI. Installing the prerequisite packages (All Machines)
From the terminal, perform the installation of the necessary packages. When it says to extract something you may use the GUI or terminal.
1)  Install the Java SDK:

# su -

root># cd /packages

root># chmod +x j2sdk-1_4_2_05-linux-i586-rpm.bin

root># ./j2sdk-1_4_2_05-linux-i586-rpm.bin

root># rpm -iv j2sdk-1_4_2_05-linux-i586.rpm

2)  Install Apache Ant:
root>Extract apache-ant-1.6.1-bin.tar.gz to /usr/local

3) Install JUnit:
Extract junit3.8.1 to /usr/local/

# su -

root># cp /usr/local/junit3.8.1/junit.jar /usr/local/apache-ant-1.6.1/lib/

4)  Install Postgresql:
Extract postgresql-7.4.2.tar.gz to /packages/postgresql-7.4.2

# cd /packages/postgresql-7.4.2

# ./configure

# gmake

# su -

root># gmake install

root># adduser postgresadmin

root># mkdir /usr/local/pgsql/data

root># chown postgresadmin /usr/local/pgsql/data

root># su – postgresadmin

postgresadmin># /usr/local/pgsql/bin/initdb -D /usr/local/pgsql/data

postgresadmin># /usr/local/pgsql/bin/postmaster -D /usr/local/pgsql/data >logfile 2>&1 &

postgresadmin># /usr/local/pgsql/bin/createdb test

postgresadmin># /usr/local/pgsql/bin/psql test

5)  Install Tomcat
Extract Jakarta-tomcat-5.0.27.tar.gz to /usr/local
# su –

root># cd $CATALINA_HOME/bin

root># tar xvfz jsvc.tar.gz

  root># cd jsvc-src

  root># autoconf
  root># chmod +x configure
  root># ./configure

  root># make

  root># cp jsvc ..

  root># cd ..

6)  Configure Tomcat to start at boot

Create a text file named tomcat in the /etc/init.d directory with the following contents:
#!/bin/bash

#

# Startup script for Tomcat

#

# chkconfig: 345 84 16

# description: Tomcat jakarta JSP server

TOMCAT_HOME=/usr/local/jakarta-tomcat-5.0.27
TOMCAT_START=$TOMCAT_HOME/bin/startup.sh

TOMCAT_STOP=$TOMCAT_HOME/bin/shutdown.sh

#Necessary environment variables

export JAVA_HOME="/usr/java/j2sdk1.4.2_05"

export CATALINA_HOME="/usr/local/jakarta-tomcat-5.0.27"

#export LD_KERNEL_ASSUME="2.2.5"

# Source function library.

. /etc/rc.d/init.d/functions

# Source networking configuration.

. /etc/sysconfig/network

# Check that networking is up.

[ ${NETWORKING} = "no" ] && exit 0

#Check for tomcat script

if [ ! -f $TOMCAT_HOME/bin/catalina.sh ]

then

    echo "Tomcat not available..."

    exit

fi

start() {

    echo -n "Starting Tomcat: "

    $TOMCAT_START

    echo

    touch /var/lock/subsys/tomcatd

# We may need to sleep here so it will be up for apache

    sleep 3

#Instead should check to see if apache is up by looking for httpd.pid

}

stop() {

    echo -n $"Shutting down Tomcat: "

    $TOMCAT_STOP

    rm -f /var/lock/subsys/tomcatd

    echo

}

status() {

    ps ax --width=1000 | grep "[o]rg.apache.catalina.startup.Bootstrap start" |

awk '{printf $1 " "}' | wc | awk '{print $2}' > /tmp/tomcat_process_count.txt

   read line < /tmp/tomcat_process_count.txt

if [ $line -gt 0 ]; then

    echo -n "tomcatd ( pid "

    ps ax --width=1000 | grep "[o]rg.apache.catalina.startup.Bootstrap start" |

awk '{printf $1 " "}'

    echo -n ") is running..."

    echo

else

    echo "Tomcat is stopped"

fi

}

case "$1" in

    start)

        start

        ;;

     stop)

        stop

        ;;

     restart)

        stop

        sleep 3

        start

        ;;

     status)

        status

        ;;

     *)

        echo "Usage: tomcatd {start|stop|restart|status}"

     exit 1

esac

Now you can add the tomcat startup script:
# su –

root># cd /etc/init.d

root># chmod +x tomcat
root># chkconfig –-add tomcat 

Reboot the computer then Verify Installation by pointing your browser to http://localhost:8080/
7)  Install Axis Tools and JavaBeans Activation Framework
Extract axis-1_1.tar.gz to /usr/local

Extract jaf-1_0_2-upd.zip to /usr/local

# su -

root># cp /usr/local/axis-1_1/webapps/axis /usr/local/jakarta-tomcat-5.0.27/webapps/ -r
root># cp /usr/local/jaf-1.0.2/activation.jar /usr/local/axis-1_1/lib/

root># cp /usr/local/jaf-1.0.2/activation.jar /usr/local/jakarta-tomcat-5.0.27/common/lib/

Reboot the computer then Verify Installation by pointing your browser to http://localhost:8080/axis/
8)  Install the Grid Packaging Tools

Extract gpt-3.2-src.tar.gz to /usr/local

# su -

root># cd $GPT_LOCATION

root># ./build_gpt

root># $GPT_LOCATION/sbin/gpt-install -version

VII. Installing the NMI All Bundle (All Machines)
Install the NMI All Bundle with GPT like so:

# su –

root># cd /packages

root># $GPT_LOCATION/sbin/gpt-install nmi-all-NMI-5.0-linux-x86-rh90-bin.tar.gz
After the installation is complete, check the output for errors. Now you need to run the post-install.
root># $GPT_LOCATION/sbin/gpt-postinstall 
Now perform these actions to complete the installation process:

root># mkdir /etc/grid-security

root># $GLOBUS_LOCATION/setup/globus/setup-globus-gaa-authz-callout

VIII. Setting up the Globus Toolkit 3.2 Certificate Authority (Certificate Authority Machine Only) 
The first step in configuring the Globus Toolkit is to setup simpleCA. In our case we used terra as the certificate authority and performed the following actions on that machine. The following steps to setup simpleCA only need to be done once per grid. Certificates are needed to properly authenticate users. Take note that the exact output may not be precisely the same, which is ok.

1) The first step is to run the setup script for simpleCA as the globus user.

# su - globus

globus># $GLOBUS_LOCATION/setup/globus/setup-simple-ca 

2)  This script prompts you for information about the CA you wish to create:

The unique subject name for this CA is:

cn=Globus Simple CA, ou=simpleCA-terra.cs.wcu.edu, ou=GlobusTest, o=Grid

Do you want to keep this as the CA subject (y/n) [y]:

You may press the 'y' key to use the default subject name. 

3) The next prompt looks like:

Enter the email of the CA (this is the email where certificate

requests will be sent to be signed by the CA):

For this prompt we entered webmaster@cs.wcu.edu 

4) Then you'll see: 

The CA certificate has an expiration date. Keep in mind that 

once the CA certificate has expired, all the certificates 

signed by that CA become invalid.  A CA should regenerate 

the CA certificate and start re-issuing ca-setup packages 

before the actual CA certificate expires.  This can be done 

by re-running this setup script.  Enter the number of DAYS 

the CA certificate should last before it expires.

[default: 5 years (1825 days)]:

You may just press the 'enter' key to accept the default of five years. 

5) You will then be prompted for the pass-phrase like so:

Generating a 1024 bit RSA private key

.......++++++

................++++++

writing new private key to '/home/globus/.globus/simpleCA//private/cakey.pem'

Enter PEM pass phrase:

At this prompt we used the pass-phrase globus. Now you will see this screen for the setup script:

A self-signed certificate has been generated 

for the Certificate Authority with the subject: 

/O=Grid/OU=GlobusTest/OU=simpleCA-terra.cs.wcu.edu/CN=Globus Simple CA

If this is invalid, rerun this script 

setup/globus/setup-simple-ca

and enter the appropriate fields.

-------------------------------------------------------------------

The private key of the CA is stored in /home/globus/.globus/simpleCA//private/cak

ey.pem

The public CA certificate is stored in /home/globus/.globus/simpleCA//cacert.pem

The distribution package built for this CA is stored in

/home/globus/.globus/simpleCA//globus_simple_ca_68ea3306_setup-0.17.tar.gz
Now just press any key to acknowledge this screen. The setup will finish and you will be presented with the following screen. Note that the  68ea3306  in the last line above is the hash for this CA. You will need to substitute your hash whenever it is needed.

Note: To complete setup of the GSI software you need to run the

following script as root to configure your security configuration

directory:

/opt/gt3/setup/globus_simple_ca_68ea3306_setup/setup-gsi

For further information on using the setup-gsi script, use the -help

option.  The -default option sets this security configuration to be 

the default, and -nonroot can be used on systems where root access is 

not available.

***************************************************************************

setup-ssl-utils: Complete

6) Now to finish the GSI setup you need to run the following as the root user. Make sure you substitute  68ea3306  with your hash.

root># $GLOBUS_LOCATION/setup/globus_simple_ca_68ea3306_setup/setup-gsi -default

The output should look like:

setup-gsi: Configuring GSI security

Installing /etc/grid-security/certificates//grid-security.conf.CA_Hash...

Running grid-security-config...

Installing Globus CA certificate into trusted CA certificate directory...

Installing Globus CA signing policy into trusted CA certificate directory...

setup-gsi: Complete

XI. Requesting a Globus Host Certificate (All Machines) 

It is necessary to create host certificates for all machines that will host services. In the case of terra we did the following.

As the root user request a host certificate using the Fully Qualified Domain Name.

# su -
root># grid-cert-request -host terra.cs.wcu.edu
This creates the following files:

/etc/grid-security/hostkey.pem 

/etc/grid-security/hostcert_request.pem 

(an empty) /etc/grid-security/hostcert.pem 

Email the hostcert_request.pem file to the SimpleCA maintainer OR manually copy it using scp. 

and skip to the next section to sign the certificate (make sure you come back to this section!!!).
When you receive the signed host certificate, and as root, move the signed host certificate to /etc/grid-security/hostcert.pem
X. Signing a Globus Host Certificate (Certificate Authority Machine Only) 

In this step you must sign the host certificate as the globus user by doing the following.

# grid-ca-sign -in hostcert_request.pem -out hostsigned.pem

Now email the signed host certificate (hostsigned.pem) back to the sender.
XI. Requesting a Globus User Certificate (All Machines) 

It is necessary to request certificates and have them signed by the CA for each user on a particular machine. 

As the user whom you wish to request a certificate for run:

# grid-cert-request

After you enter a passphrase, this creates 

~$USER/.globus/usercert.pem (empty) 

~$USER/.globus/userkey.pem 

~$USER/.globus/usercert_request.pem 

Email the usercert_request.pem file to the SimpleCA maintainer OR manually copy it using scp. 

1)  Sign the user certificate as the SimpleCA owner globus, run:

globus># grid-ca-sign -in usercert_request.pem -out signed.pem

When prompted for a password, enter the one you when creating the host certificate.

Now send the signed copy (signed.pem) back to the user who requested the certificate.

3) As your normal user account (not globus), copy the signed user certificate into ~/.globus/ and rename it as usercert.pem, thus replacing the empty file.

The certificate should be owned by the user, and read-only for other users. 
The key should be read-only by the owner

To test that the SimpleCA certificate is installed in /etc/grid-security/certificates and that your certificate is in place with the correct permissions, run:

user$ grid-proxy-init -debug -verify

After entering your pass-phrase, successful output looks like:

User Cert File: /home/user/.globus/usercert.pem

User Key File: /home/user/.globus/userkey.pem

Trusted CA Cert Dir: /etc/grid-security/certificates

Output File: /tmp/x509up_u1817

Your identity: /O=Grid/OU=GlobusTest/OU=simpleCA-mayed.mcs.anl.gov/OU=mcs.anl.gov/CN=User Name

Enter GRID pass phrase for this identity:

Creating proxy ..............................++++++++++++

...............++++++++++++

 Done

Proxy Verify OK

Your proxy is valid until: Sat Mar 20 03:01:46 2004

Change the ownership and access permissions

As root run:

root># $GLOBUS_LOCATION/bin/setperms.sh

Add authorization for users

Create /etc/grid-security/grid-mapfile as the root user.

You need two pieces of information - the subject name of a user, and the account name it should map to.

The syntax is one line per user, with the certificate subject followed by the user account name.

# grid-cert-info -subject
/O=Grid/OU=GlobusTest/OU=simpleCA-terra.cs.wcu.edu/OU=cs.wcu.edu/CN=Grid User 
# whoami
griduser

The corresponding line in /etc/grid-security/grid-mapfile:

"/O=Grid/OU=GlobusTest/OU=simpleCA-terra.cs.wcu.edu/OU=cs.wcu.edu/CN=Grid User" griduser 

The quotes around the subject name are important, because it contains spaces.

XII. Testing the Globus Toolkit 3.2 Core Installation

As the globus user perform the following to start the container:

globus># cd $GLOBUS_LOCATION

globus># grid-proxy-init

globus># globus-start-container

Now with the container running you can test the service data browser in another terminal window.

globus># cd $GLOBUS_LOCATION

globus># globus-sdb

XIII. Configuring WS GRAM

Start the container as the globus user:

globus># cd $GLOBUS_LOCATION

globus># globus-start-container

It will print out a list of services. One of them should look like:

http://127.0.0.1:8080/ogsa/services/base/gram/MasterForkManagedJobFactoryService
To submit a test GRAM job as a user:

globus># cd $GLOBUS_LOCATION

globus># grid-proxy-init

globus># bin/managed-job-globusrun -factory http://localhost:8080/ogsa/services/base/gram/MasterForkManagedJobFactoryService -file schema/base/gram/examples/test.xml

If the test is successful the output will look like this

========== Status Notification ==========

Job Status: StageIn

=========================================

========== Status Notification ==========

Job Status: active

=========================================

========== Status Notification ==========

Job Status: done

=========================================

DESTROYING SERVICE

XIV. Configure Grid-FTP and the Globus Gatekeeper to start at boot
In /etc/services, add the service name "gsigatekeeper" to port 2119. 

gsigatekeeper      2119/tcp                   # Globus Gatekeeper

Add a file called "globus-gatekeeper" to the /etc/xinetd.d/ directory that has the following contents. Be sure to replace GLOBUS_LOCATION below with the actual value of $GLOBUS_LOCATION in your environment. 

   service gsigatekeeper

   {

    socket_type  = stream

      protocol     = tcp

      wait         = no

      user         = root

      env          = LD_LIBRARY_PATH=GLOBUS_LOCATION/lib

      server       = GLOBUS_LOCATION/sbin/globus-gatekeeper

      server_args  = -conf GLOBUS_LOCATION/etc/globus-gatekeeper.conf

      disable      = no

   }

Add an entry to /etc/services reading: 

   gsiftp  2811/tcp

Add a file called "grid-ftp" to the /etc/xinetd.d/ directory that has the following contents. Be sure to replace GLOBUS_LOCATION below with the actual value of $GLOBUS_LOCATION in your environment. 

    service gsiftp

    {


    instances               = 1000


    socket_type             = stream


    wait                    = no


    user                    = root


    env


    = LD_LIBRARY_PATH=GLOBUS_LOCATION/lib


    server                  = GLOBUS_LOCATION/sbin/in.ftpd


    server_args             = -l -a -G GLOBUS_LOCATION


    log_on_success         += DURATION USERID


    log_on_failure         += USERID


    nice                    = 10

            disable                 = no

    }

Reboot the machine and the globus gatekeeper and gridftp will start on boot. Follow the instructions at http://www-unix.globus.org/toolkit/docs/3.2/installation/install_config_gridftp.html to test gridftp.
XV. Configuring the Condor Master
Before explaining anything about running the master daemons it is imperative to know that when you submit a globus job through Condor you must use the old version of the globus proxy:
# grid-proxy-init –old

You need to edit a line in $GLOBUS_LOCATION/etc/condor_config to point to java. Change the line JAVA = /usr/bin/java 

To point to the java runtime

JAVA = /usr/java/j2sdk1.4.2_05/bin/java
To start the Condor Master you need to start a few daemons that condor provides.

root># $GLOBUS_LOCATION/sbin/SXXgris start

root># SXXcondor start

root># condor_collector –p 9618

root># condor_negotiator –p 9614
root># condor_startd

It will take a few minutes for all the daemons to synchronize before you can submit any jobs.
XVI. Configuring Condor Clients
Configuring the Condor clients is almost identical to configuring the master, but with a few twists. You will need to manually edit $GLOBUS_LOCATION/etc/condor_config to let Condor know where the Condor Master is. In part 1 of the condor_config file you will need to set the host like so (Make sure to substitute venus.cs.wcu.edu with the hostname of your Condor Master):

CONDOR_HOST = venus.cs.wcu.edu
Also, you need to edit another line in $GLOBUS_LOCATION/etc/condor_config o point to java. Change the line JAVA = /usr/bin/java 

To point to the java runtime

JAVA = /usr/java/j2sdk1.4.2_05/bin/java
Now you need to start the daemons:

root># $GLOBUS_LOCATION/sbin/SXXgris start

root># SXXcondor start

root># condor_startd

Note that you do not need to start the condor_collector or the condor_negotiator locally because the daemons located on the Condor Master will be used. Now that the daemons are running you need to advertise the client to the central manager by using condor_advertise. Create a file named myad with the following contents:

MyType = “Machine”

TargetType = “Job”

Machine = “Jupiter.cs.wcu.edu”

Arch = “INTEL”
OpSys = “LINUX”

Memory = 256

LoadAvg = 0.1000

Requirements = LoadAvg<=0.5

Make sure you replace the Machine, Arch, OpSys, and Memory to suit the client machine you are configuring. Now you can advertise your client machine:

root># condor_advertise –pool venus.cs.wcu.edu myad

Again it will take a few minutes for everything to synchronize.
Appendix A: Links to the software packages

NMI Release 5 and Grid Packaging Tools:
http://www.nsf-middleware.org/NMIR5/
Apache Ant, Axis, Tomcat:

http://www.apache.org/
Java SDK:

http://java.sun.com/
JavaBeans Activation Framework

http://java.sun.com/products/javabeans/glasgow/jaf.html
JUnit:

http://www.junit.org/index.htm
Postgresql:

http://www.postgresql.org/
Appendix B: Some Troubleshooting

If a command fails or “command not found”, then make sure that your /etc/profile is setup correctly and that you have sourced the file. When switching users using “su”, no configuration files are executed. Instead, use “su – username” or “su –“ for root, which treats it as a login, executing the necessary scripts. Also, make sure that you are in the correct directory, even though the Globus Toolkit has a “$GLOBUS_LOCATION” some utilities that are a part of the Globus Toolkit use relative path that are not connected to $GLOBUS_LOCATION.

If you have trouble with the certificates, make sure that you read the instructions carefully, noting that the YOUR hashcode must be used.

If you have problems with Condor you should check the log files under $GLOBUS_LOCATION/var/condor/log; The log files contain very descriptive error messages that can help you to diagnose and fix any problems. 
